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Abstract

The spectral efficiency of cellular networks can be improved when proximate users engage in device-to-device (D2D) communications to communicate directly without going through a base station. However, D2D communications that are not properly designed may generate interference with existing cellular networks. In this paper, we study resource allocation and power control to minimize the probability of an outage and maximize the overall network throughput. We investigate three power control-based schemes: the Partial Co-channel based Overlap Resource Power Control (PC.OVER), Fractional Frequency Reuse based Overlap Resource Power Control (FFR.OVER) and Fractional Frequency Reuse based Adaptive Power Control (FFR.APC) and also compare their performance. In PC.OVER, a certain portion of the total bandwidth is dedicated to the D2D. The FFR.OVER and FFR.APC schemes combine the FFR techniques and the power control mechanism. In FFR, the entire frequency band is partitioned into two parts, including a central and edge sub-bands. Macrocell users (mUEs) transmit using uniform power in the inner and outer regions of the cell, and in all three schemes, the D2D receivers (D2DRs) transmit with low power when more than one D2DRs share a resource block (RB) with the macrocells. For PC.OVER and FFR.OVER, the power of the D2DRs is reduced to its minimum, and for the FFR.APC scheme, the transmission power of the D2DRs is iteratively adjusted to satisfy the signal to interference ratio (SIR) threshold. The three schemes exhibit a significant improvement in the overall system capacity as well as in the probability of a user outage when compared to a conventional scheme.
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1. Introduction

Recently, the amount of traffic that flow through cellular networks has increased as a result of the growing popularity of mobile multimedia services. To meet the future requirements of the market, including local area optimization, new technologies have been investigated beyond Long Term Evolution-Advanced (LTE-A) [1]. Device-to-device (D2D) communication has been determined as a candidate technology for further study in Third Generation Partnership Project (3GPP) Release 12 [2]. Furthermore, for 3GPP LTE-A and future cellular networks, D2D communications have been proposed to facilitate direct communications among devices without the involvement of a base stations or the intervention of wireless operators [3]. Exploiting direct communication between nearby mobile devices will improve spectrum utilization, overall throughput, and energy consumption, while enabling new Peer-to-Peer (P2P) and location-based applications and services. In terms of conceptual and theoretical model, D2D communication can be seen as an extension of the concept of Cognitive Radio and dynamic spectrum access, where the ordinary cellular links can be seen as primary links and D2D as secondary links. The difference with the cognitive radio model is that the primary system is aware and supportive about the secondary links [4].

Meanwhile, due to the rapid development of mobile communication technologies, more and more users tend to download content to their mobile devices. This results in macro base stations (mBS) handling more traffic than in the past due to the fast-growing requirements for high data rate services. In Ref. [5], the authors proposed handling local P2P traffic in a reliable, scalable, and cost-effective manner by enabling direct D2D communication as an underlay to an IMT Advanced cellular network.

Refs. [6] and Ref. [7] studied the mode selection for spectrum sharing between D2D links and cellular UEs in wireless networks. To satisfy the interference constrain from the enable D2D communication in TV white space and the licensed digital TV services, the spectrum sharing between D2D links are considered under the cellular network [8]. However, in this paper, we do not consider D2D communication in TV white space. Ref. [9] considered the power control in D2D communications in order to minimize the total transmission power in the downlink (DL) subject to UE quality of service (QoS) demands. D2D communication can offload the traffic handled by the mBS and can reduce the end-to-end transmission delay since end users are able to exchange data directly without the intervention of mBS. However, D2D links may generate a high level of interference for macrocell users (mUEs) who are located within range of their communication if the D2D links transmit data using the same spectrum as the mUEs [10]. Thus, Ref. [11] presents a study on interference management in D2D to improve reliability. In addition, some state-of-art interference management mechanisms for D2D networks have been discussed in Refs. [12]-[13].

A. Related Work and Contribution

We initially conducted an experiment to examine the interference between D2D communications and cellular systems. The experimental environment consisted of a single-cell environment with 200 D2D links, with 20W of power for the mBS' transmission (Tx) and 6.3 mW and 251 mW of Tx power for the D2D server (D2DS). The results of the experiment indicate that the signal to interference and noise ratio (SINR) values that were received by the mUE decreased and that the mUE of the cell edge region receives almost no service (i.e. an outage ratio below -6dB, [14]). To address this problem, researchers have
investigated methods to reduce the interference between D2D receivers (D2DRs) and mUEs in cellular networks supporting D2D communication. With respect to earlier studies, the authors of Ref. [10] suggested using the channels of the D2D links first if the frequency bands were not already being utilized in the mBS, and the channel status of the D2D links is observed to determine whether all frequency bands are being used and assigned to the best channel from the mBS. Furthermore, Ref. [7] introduced a technique to measure one's own channel gain and the channel gain till the mUE uses an applicable channel, and Ref. [15] suggested assigning the channel with the lowest gain to the D2D terminal. However, such studies have focused on the interference control at the cell center and do not improve the performance of the mUEs at the edge of the cell. In addition, these are not designed to respond to strong signals that have been received from the cell center for the D2DRs. Finally, in Ref. [16] studies a resource allocation technique that considers the interference and power optimization. However, in this case, there was a high probability for heavy collisions to occur between two links as a result of the random allocation of frequency resources regardless of the presence of a cellular link and a D2D link. Therefore, in this paper, we consider resource allocation and power management methods that reduce the interference of the cellular link and D2D link, such as the Partial Co-channel based Overlap Resource Power Control (PC.OVER) [17], and that use the frequency reuse schemes, such as the Fractional Frequency Reuse based Overlap Resource Power Control (FFR.OVER) [18], to improve the performance at the cell-edge of cellular links and for the D2D link to respond to a strong signal at the cell center.

Several schemes for inter-cell interference mitigation have been considered in orthogonal frequency division multiple access (OFDMA) networks, such as fractional frequency reuse (FFR) [19] and soft frequency reuse (SFR) [20]. Partial reuse implements different reuse factors for the cell center and the cell edge, and thus, partial reuse schemes can achieve a much higher network capacity relative to traditional frequency reuse schemes and can simultaneously reduce the inter-cell interference relative to a frequency reuse factor (FRF) of 1. However, since the cell edges use a higher reuse factor, the spectral efficiency of the cell edge may be significantly degraded relative to that at the cell center.

Ref. [21] proposed a resource allocation scheme for D2D networks with an FFR system. The scheme proposed in Ref. [22] uses four resource groups to reduce the interference of mUEs and D2D links. However, the proposed scheme uses only FFR-based frequency planning for mUEs and D2D links in the inner and outer zones, respectively. In addition, the strength of the D2DS Tx power ($P_{D2DS}$) and the performance for mUEs and D2D links in inner and outer zones has not been analyzed. To solve this problem, we propose a Fractional Frequency Reuse based Adaptive Power Control (FFR.APC) Scheme for OFDMA and time division duplex (TDD) in an LTE-Advanced D2D network. In this scheme, we control and optimize the D2DR transmit power according to the user requirements in order to mitigate the interference.

The main contributions of this paper are summarized as follows:

- We propose a resource allocation problem and power control scheme to minimize the outage probability and maximize the overall network throughput by limiting the cross-tier interference at mBS below a predefined threshold
- We study the impact of D2D communication on the existing macrocells that are subject to different frequency planning strategies and optimize the power allocation between the mBSs and D2D links. The D2D throughput has also been improved by controlling the D2D power. To the best of our knowledge, previous studies have not set such an objective
Finally, we compare the performance of the three schemes and provide recommendations as to the environment in which they are to be deployed.

Thus, the PC.OVER, FFR.OVER and FFR.APC schemes increase the overall system throughput by limiting the cross-tier interference at the mBS. Furthermore, in FFR.APC, the overall system throughput increases by limiting the cross-tier interference at the mBS below a predefined threshold level, i.e., the maximum cross-tier interference that the mBS can tolerate, by ensuring the optimization of the D2DRs power allocation for each power adjustment phase.

The results of the simulation indicate there is a significant increase in the overall system and a decrease in the outage probability.

2. Related Work

2.1 Network and Channel Model

The network consists of \( N \) macrocells where each macrocell occupies a hexagonal region with a radius \( R \). We assume that each mBS is located at the center of the cell, and inside of each cell site, macrocell users are assumed to be randomly distributed and to be served by OFDMA [22]. A subchannel is randomly assigned to one macro user.

The macrocell is overlaid with D2D users. Each D2DR accesses a random subset of the shared sub channels that are independent of the other D2DRs whereby each sub channel is accessed with equal probability [23]. The D2DRs are separated from their corresponding D2DSs with a distance of \( q \), where \( q \) is a uniform random variable within [1, 20] m.

The channel model is assumed to consist of a deterministic distance-dependent path-loss component and a random distance-independent component [24]. We assume that the signal power received, \( P_s \) at mUE and D2DR from the mBS and D2DS can be expressed as

\[
P_s = P_t \phi_{s,t} r_{s,t}^{-\alpha},
\]

where \( P_t \) is the transmit power of the mBS and D2DS. The distance-independent channel gain \( \phi_{s,t} \) represents the lognormal (LN) fading with a mean of 0 dB and a standard deviation of \( \sigma_{s,t} \).
where shadow fading is usually characterized in terms of its dB spread as
\[ \sigma_{s,t} = \frac{\ln 10}{10} \sigma_{s,t,\text{dB}}. \]
\( r_{s,t} \) is the distance between the sender or the transmitter and receiver, and
\( \alpha \) is the path-loss exponent.

### 2.2 Signal Power

Let’s assume that the central mBS, is placed at the origin and transmits to its desired user, \( z \) with transmit power, \( P_z \). Equation (1) indicates that the signal power received at the mUE can be expressed as
\[ S_z = P_z \phi_{z,z_r} r_{z,z_r}^{-\alpha}, \]  
where \( \phi_{z,z_r} \) is distributed according to \( LN(0, \sigma_{z,z_r}^2) \).

The mUE experiences interference from \( N-1 \) neighboring mBSs, \( mBS_z \). The aggregate macrocell interference for mUE is expressed as
\[ I_{z,z} = \sum_{k=1}^{N-1} P_{z} \phi_{z,z_k} r_{z,z_k}^{-\alpha}, \]  
In Eq. (3), the random variable \( \phi_{z,z_k} \) is assumed to be distributed according to \( LN(\sigma_{z,z_k}^2) \).

The mUE also experiences interference from \( M \) D2Ds, and the aggregate D2Ds interference for the mUE can be expressed as
\[ I_{z,D} = \sum_{a=1}^{M} P_{D} \phi_{z,D_a} r_{z,D_a}^{-\alpha}, \]  
where \( P_{D} \) is the transmission power of D2D, \( r_{z,D_a} \) represents the distance between D2D and the mUE \( z \), and the random variable \( \phi_{z,D_a} \) is distributed according to \( LN(0, \sigma_{z,D_a}^2) \).

The D2DS in mBS1 communicates with D2DR at a power of \( P_{D} \) using the same channel as mUE \( z \). The received signal power at the D2DR is expressed as
\[ S_D = P_{D} \phi_{D,D_r} r_{D,D_r}^{-\alpha}, \]  
where \( \phi_{D,D_r} \) is the distribution according to \( LN(0, \sigma_{D,D_r}^2) \). The received interference from the co-channel mBSs is expressed as
\[ I_{D,z} = \sum_{h=0}^{N-1} P_{z} \phi_{D,z_h} r_{D,z_h}^{-\alpha}, \]  
where \( \phi_{D,z_h} \) is distributed as \( LN(0, \sigma_{D,z_h}^2) \).The aggregate D2DS interference for D2DR is given as
\[ I_{D,D} = \sum_{a=1}^{M-1} P_{D} \phi_{D,D_a} r_{D,D_a}^{-\alpha}, \]  
where \( \phi_{D,D_a} \) is the distribution according to \( LN(0, \sigma_{D,D_a}^2) \).
2.3 Interference Scenarios in D2D Networks

As shown in Fig. 2, we consider two types of interference that occur in a two-tier (Inter-tier and Intra-tier) D2D network architecture. Inter-tier interference occurs among network elements that belong to the same tier in the network, and in the case of a D2D network, the inter-tier interference occurs between neighboring D2D links. On the other hand, intra-tier interference occurs among network elements that belong to different tiers of the network, i.e., interference between the D2D links and macrocells.

The D2D links are deployed over the existing macrocell network and share the same frequency spectrum as the macrocells. Due to the spectral scarcity, the D2D links and the macrocells have to partially or totally reuse the total allocated frequency band, which leads to inter-tier or co-channel interference. At the same time, in order to guarantee the required QoS to the mUEs, the D2DRs should occupy as little bandwidth as possible, which leads to intra-tier interference. As a result, the network throughput would decrease substantially due to such inter-tier and intra-tier interference. Fig. 2 illustrates all possible interference scenarios in an OFDMA-based D2D network. If an effective interference management scheme can be adopted, then the inter-tier interference can be mitigated and the intra-tier interference can be reduced, which would improve the throughput of the overall network.

2.3 Problem Formulation

In FFR.OVER and FFR.APC, the outage performance is analyzed for specific user positions. In this section, the total throughput performance is investigated to evaluate each of the schemes. The throughput of the schemes employed in the proposed spectrum reuse scheme can be expressed as

\[ T = \{ N(1 - \eta_0(k)) + (1 - \eta_1(k)) \}, 0 < k \leq R, \]  

(8)
where $R$ is macrocell radius, $\eta_d(k)$ and $\eta_e(k)$ are obtained by averaging the outage probabilities of the inner and outer regions and they are respectively given by

$$\eta_d(k) = E[\eta_{D,\text{outer}} | r_{D,D} > k] + E[\eta_{D,\text{inner}} | r_{D,D} < k]$$

and

$$\eta_e(k) = E[\eta_{E,\text{outer}} | r_{E,E} > k] + E[\eta_{E,\text{inner}} | r_{E,E} < k].$$

For PC.OVER, the throughput can be expressed as

$$T = \beta N(1 - \eta_d(R)) + (1 - \eta_e(R)),$$

where $\beta$ is the resource allocation ratio defined in (11).

The effective throughput depends on the outage probability in the cell. We can express our problem as optimization problem as follows

$$\text{maximize} \quad T,$n

subject to

$$(\eta_d \& \eta_e) \leq \eta \quad \text{variable} \quad P_D, P_e,$n

where $\eta_d$ and $\eta_e$ are the outage probabilities for D2D and mUE whose threshold is $\eta$.

3. Spectrum Reuse with Power Control for D2D

In this paper, we present and evaluate the schemes to improve the D2D performance but also limit cross-tier interference to the macrocell. In this section, the spectrum reuse and power control in the three schemes – PC.OVER, FFR.OVER and FFR.APC – are discussed in further detail.

3.1 Spectrum Reuse Schemes

The spectrum reuse strategies considered in this paper are shown in Fig. 3. For the PC.OVER scheme, the total available bandwidth $F$ is used by mUE in macrocell. The D2D users are allowed to use a portion of the available bandwidth from the total available bandwidth. If we define $\beta$ as the resource allocation ratio, then the bandwidth $F_D$ that is available for the D2D user to use at any time depends on $\beta$ and is given as

$$F_D = \beta F.$$

For the FFR.OVER and FFR.APC schemes, the total available bandwidth $F$ that is available for mUE is partitioned into four orthogonal frequency bands, namely $F_0, F_1, F_2,$
and $F_1$, where $F = F_0 + F_1 + F_2 + F_3$. The D2D users are allowed to use any portion of the total bandwidth available when using the power control scheme that is explained in 3.2.

### 3.2 D2D Power Control Mechanism

As shown in Fig. 3, the mUE is allowed to use the total available bandwidth $F$. The mUE transmits in any of the available RB from the 50 RBs that are available. PC.OVER assigns the minimum power to those D2DRs (more than one) that compete for the same RB with mUE. When more than one D2DRs compete for the same RB with mUE, allowing the D2DRs to transmit with their maximum power, co-channel interference (CCI) becomes severe. To avoid this and to further mitigate interference, for those RBs where more than one D2DRs compete for the same resource with mUE, the power for the competing D2DRs is reduced to their minimum power level. It is important to note that when there is no D2DR competition, we have a normal collision. Algorithm 1 shows the procedure with which the mBSs allocate the RB to D2DRs by considering power control in the D2DRs through the use of the proposed scheme.

#### Algorithm 1: PC.OVER Resource Allocation Procedure

1. Start active new mUE
2. Set $t$: total number of RBs, $P_{\text{D2D}} = P_{\text{D2D}}^{\text{max}}$
3. Initialize $i$ to 1
4. mBS checks RB $i$
5. If $i < t$ then go to the next step
6. mBS checks D2DR using RB and go to step 8
7. If $i > t$ then go to step 11 Else go back to step 4 above
8. If more than D2DRs compete for the same RB with mUE then go to next step Else check $i = i + 1$ and go to back to step 6
9. Assign $P_{\text{D2D}} = P_{\text{D2D}}^{\text{max}}$ and go to next step
10. RB Allocation
11. End

The FFR.OVER and FFR.APC schemes combine the FFR techniques and the power control mechanism. The entire frequency band is partitioned into two parts, including central and edge sub-bands. A reuse factor of one is used in the cell edge region while a reuse factor of three is deployed in the edge regions of adjacent cells to prevent Inter-cell interference and adjacent cell interference. Accordingly, the overall capacity of the system improves. The sub-bands are denoted by $F_n$, where $n$ is the number that corresponds to the associated sub-band. From Fig. 3, $F_0$ is the central sub-band and $F_1$, $F_2$, and $F_3$ are the sub-bands at the edge regions.

#### Algorithm 2: FFR.OVER Resource Allocation

1. Start active new mUE
2. Set $t$: total number of RBs, $P_{\text{D2D}} = P_{\text{D2D}}^{\text{max}}$
3. mBS checks the region "r" in which mUE is located
4. Initialize $i$ to 1
5. mBS checks RB$i$ in region "r" of the cell
6. If $i < t$ in region "r" then go to the next step
7. mBS checks D2DR using same RB with mUE in region "r" of the cell and go to step 9
8. If $i > t$ in region "r" then go to step 12 Else go back to step 5 above
9. If more than D2DRs compete for the same RB with mUE in region "r" then go to next step Else check $i = i + 1$ in region "r" of the cell and go back to step 6
10. Assign $P_{\text{D2D}} = P_{\text{D2D}}^{\text{max}}$ and go to step 11
11. RB Allocation
12. End
**Algorithm 3: FFR.APC Resource Allocation**

1. Start active new mUE
2. Set \( t = \text{total number of RBs} \), \( P_{D2D} = P_{D2D}^{\text{max}} \)
3. mBS checks the region \( "r" \) in which mUE is located
4. Initialize \( i \) to 1
5. mBS checks RB \( i \) in region \( "r" \) of the cell
6. If \( i < t \) in region \( "r" \) then go to the next step
7. mBS checks D2DR using same RB with mUE in region \( "r" \) of the cell and go to step 9
8. If \( i > t \) in region \( "r" \) then go to step 14 Else go back to step 5 above
9. If more than D2DRs compete for the same RB with mUE in region \( "r" \) then go to next step Else check \( i = i+1 \) in region \( "r" \) of the cell and go back to step 6
10. Assign \( P_{D2D} = P_{D2D}^{\text{max}} \) and go to step 13
11. If the \( P_{D2D} \) satisfies \( y_{D2D}^{\text{threshold}} \) then go to step 14 Else iteratively increase D2DR power by \( P_{D2D}^{\text{max}} \) to satisfy \( y_{D2D}^{\text{threshold}} \)
12. If the \( y_{D2D}^{\text{threshold}} \) is not satisfied and \( P_{D2D} = P_{D2D}^{\text{max}} \) then go to step 14
13. RB Allocation
14. End

In our scheme, all users, i.e., mUEs and D2DRs, transmit data in their respective bands with uniform power and are randomly allocated over the regions. 50 RBs, i.e., 10 MHz of bandwidth, are considered in each scheme, and the mUEs are free to transmit in any of these RBs. The mUE at the inner region will transmit using the central sub-band \( F_0 \), whereas at the edge regions it will be transmitting data using the corresponding allocated sub-band in that region, i.e., \( F_1, F_2, \) or \( F_3 \). For D2D communication, the D2DR can transmit using any part of the sub-band that it has been allocated. For example, it will use \( F_0 \) when it is in the center region and \( F_1, F_2, \) or \( F_3 \) when at the edge regions, depending on the location. This creates interference, and the interference is even further accelerated when more than one D2DRs simultaneously share the same RB with another D2DR or mUE during transmission and these D2DRs use the maximum transmission power. To prevent further interference, the FFR.OVER scheme requires D2DRs sharing the RB to be set to transmit with the minimum amount of power for D2DRs that compete for resources with the mUE. The sub-band is reused as much as possible since the transmit power of the D2DS is reduced to its minimum power. Reusing the sub-band with a considerable number of D2DRs that transmit with a low power not only greatly avoids interference but also improves the system performance. The FFR.APC scheme further improve the system performance by iteratively increasing the power of D2DR by a factor that is equivalent to its minimum power in order to meet its SINR threshold. It is important to note that no power has increased when the D2DR SINR satisfies the required SINR of the D2DR threshold. The power can be iteratively increased until the maximum D2DR power has been reached, and if the required SINR threshold is not satisfied, then the process stops. The procedures for how the mBSs allocates the RB to D2DRs as proposed for the FFR.OVER and FFR.APC schemes by considering the power control of the D2DRs can be found in the Algorithms 2 and 3, respectively.
4. Experimental Classification Results and Analysis

4.1 Signal to Interference Plus Noise Ratio (SINR)

The outage probability for the macrocell can be obtained depending on the type of scheme that has been used and the power control that is explained for each scheme. The SINR received at the mUE can be expressed as

$$\gamma_z = \frac{S_z}{N_0 + I_{z,z} + I_{z,D}}.$$  \hspace{1cm} (12)

Substituting (2), (3) and (4) in (12), we rewrite (12) as

$$\gamma_z = \frac{P_z \phi_{z,z} r_{z,z}^a}{N_0 + \sum_{k=1}^{K} P_k \phi_{z,k} r_{z,k}^a + \sum_{a=1}^{M} P_a \phi_{z,a} r_{z,a}^D}.$$  \hspace{1cm} (13)

The D2D user will experience interference from the mUE and the other D2Ds. The SINR received at the D2DR can be expressed as

$$\gamma_D = \frac{S_D}{N_0 + I_{D,z} + I_{D,D}}.$$  \hspace{1cm} (14)

Substituting (5), (6) and (7) in (14), we rewrite (14) as

$$\gamma_D = \frac{P_D \phi_{D,D} r_{D,D}^a}{N_0 + \sum_{k=0}^{K} P_k \phi_{D,k} r_{D,k}^a + \sum_{a=1}^{M} P_a \phi_{D,a} r_{D,a}^D}.$$  \hspace{1cm} (15)

4.2 Outage probability

The outage probability is defined as the probability that the SIR of the mUE or D2DR falls below the respective thresholds. Accordingly, the outage probability for the mUE and the D2DR can be respectively expressed as

$$\eta_z = \Pr(\gamma_z < \gamma_{z,\text{thre}}),$$  \hspace{1cm} (16)

$$\eta_D = \Pr(\gamma_D < \gamma_{D,\text{thre}}),$$  \hspace{1cm} (17)

where $\gamma_{z,\text{thre}}$ and $\gamma_{D,\text{thre}}$ are the mUE and D2DR thresholds, respectively.

5. Performance Analysis

We conducted a Monte Carlo simulation to investigate and evaluate the DL performance of the three frequency planning and power management schemes in terms of the system throughput and outage probability of the mUEs and D2DRs for the D2D networks. We performed 10,000 independent simulations and evaluated the system performance according to the number of D2DSs in the analysis. For the three schemes, we assume that the mBS and D2DSs allocate only one RB for each mUE and D2DR, respectively. The mBS does not allocate the same RBs to the mUEs in the same cell, but the D2DSs allocate an RB randomly in the allocated channel groups for each D2DR. The detailed explanation and description for the performance measurements is given in Ref. [25]. The other simulation parameters for all schemes are given in Table 1.
The system performance of the proposed scheme is evaluated in terms of the system throughput and the outage, and the results are compared for the three schemes in order to observe which one outperforms the others.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carrier Frequency</td>
<td>2GHz</td>
</tr>
<tr>
<td>mBS Cell Layout</td>
<td>Hexagonal</td>
</tr>
<tr>
<td>Bandwidth for DL</td>
<td>10MHz</td>
</tr>
<tr>
<td>Number of sites</td>
<td>7 cells</td>
</tr>
<tr>
<td>mBS/D2D radius</td>
<td>866m/20m</td>
</tr>
<tr>
<td>mBS Tx power (P_{mBS})</td>
<td>41.7 dBm (15W)</td>
</tr>
<tr>
<td>D2DS Tx power (P_{D2DS})</td>
<td>Minimum power = 8dBm(6.3mW)</td>
</tr>
<tr>
<td>Number of D2D pairs</td>
<td>200</td>
</tr>
<tr>
<td>Number mUE</td>
<td>30</td>
</tr>
<tr>
<td>Antenna pattern</td>
<td>Omni directional</td>
</tr>
<tr>
<td>Traffic mode</td>
<td>Full buffer</td>
</tr>
<tr>
<td>SIR threshold, (\eta)</td>
<td>-6dB</td>
</tr>
<tr>
<td>Noise power density (N_0)</td>
<td>-174dBm/Hz</td>
</tr>
</tbody>
</table>

Table 1. System parameters

Table 2 provides different values for the system throughput at different D2D power levels for the mUE.

Fig. 4 shows the results of the system throughput for mUE and D2D for each of the schemes discussed in our paper. As can be seen from Fig. 4(a), the spatially averaged macrocell throughput that is achievable for the network system is near that of an optimal network when our throughput based design is used with PC.OVER, FFR.OVER, or FFR.APC. The macrocell throughput that is achievable for the optimized design decreases as the number of interfering D2Ds increases because the CCI imposed by the high density D2DS is stronger than that of the low density systems. The system throughput is higher for FFR.APC compared 17.18 Mbps, and 17.57 Mbps, respectively. Again, if we consider the system to support 200 D2Ds and a power of 0.2463W, it can be seen that FFR.APC provides a throughput of 15.12 Mbps while PC.OVER and FFR.OVER provide 14.16 Mbps and 14.77 Mbps, respectively. The decrease in the throughput is due to the increase in interference following the deployment of a greater number of D2Ds and also from neighboring mUEs. Table 2 provides different values for the system throughput at different D2D power levels for the mUE.

Fig. 4 (b) shows the results of the system throughput for D2D. As can be seen from Fig. 4(b), the system throughput is higher for FFR.APC than for the other schemes for the same value of D2D power as for its mUE counterpart. It can also be observed that, when the D2D power increases, the D2D throughput increases. For example, considering 200 D2Ds, the system throughput value for PC.OVER, FFR.OVER and FFR.APC are approximately 343 Mbps, 380 Mbps and 383 Mbps, respectively for a D2D power of 0.2463W, and it is 198 Mbps, 308 Mbs and 343 Mbps for a D2D power of 0.0063 W respectively to other schemes with the same D2D power. For example, if we consider 100 D2Ds and a power of 0.0063W, the throughput for PC.OVER, FFR.OVER and FFR.APC are 16.53 Mbps, 19.33 Mbps and 25.53 Mbps, respectively. However, the general trend for all schemes is that the system throughput increases linearly as the number of D2D increases, and in both cases, FFR.APC shows a better system throughput. Table 3 provides the different values for the system throughput at different D2D power levels.
for D2D.

Fig. 4. The system throughput for (a) mUE and (b) D2D

Fig. 5 shows the results of the outage probability for mUE and D2D for each scheme that is discussed in our paper. Fig. 5(a) clearly shows that, as expected, the spatially averaged outage probability increases as the number of D2DRs increases within all schemes that are considered. Specifically, the outage probability of PC.OVER is significantly higher than that for both FFR.OVER and FFR.APC due to the fact that the CCI imposed on the mUE for PC.OVER is significantly higher than that of the other two schemes. Furthermore, the outage probability for FFR.APC is lower than that for FFR.OVER, which has been achieved at the cost of a decrease in the throughput.

Table 2. Total System Throughput for mUE (Mbps)

<table>
<thead>
<tr>
<th>Number of D2D</th>
<th>Scheme</th>
<th>0.0063</th>
<th>0.0663</th>
<th>0.0963</th>
<th>0.1263</th>
<th>0.1563</th>
<th>0.1863</th>
<th>0.2163</th>
<th>0.2463</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>FFR.OVER</td>
<td>17.18</td>
<td>16.85</td>
<td>16.74</td>
<td>16.68</td>
<td>16.64</td>
<td>16.60</td>
<td>16.57</td>
<td>16.54</td>
</tr>
<tr>
<td></td>
<td>FFR.APC</td>
<td>17.54</td>
<td>17.30</td>
<td>17.20</td>
<td>17.14</td>
<td>17.08</td>
<td>17.03</td>
<td>16.99</td>
<td>16.95</td>
</tr>
<tr>
<td></td>
<td>PC.OVER</td>
<td>15.83</td>
<td>15.50</td>
<td>15.40</td>
<td>15.40</td>
<td>15.40</td>
<td>15.40</td>
<td>15.40</td>
<td>15.40</td>
</tr>
<tr>
<td>150</td>
<td>FFR.OVER</td>
<td>16.30</td>
<td>15.58</td>
<td>15.52</td>
<td>15.51</td>
<td>15.50</td>
<td>15.48</td>
<td>15.45</td>
<td>15.43</td>
</tr>
<tr>
<td></td>
<td>PC.OVER</td>
<td>15.17</td>
<td>15.16</td>
<td>15.15</td>
<td>15.15</td>
<td>15.14</td>
<td>15.13</td>
<td>14.83</td>
<td>14.80</td>
</tr>
<tr>
<td>200</td>
<td>FFR.OVER</td>
<td>15.84</td>
<td>15.37</td>
<td>15.35</td>
<td>15.32</td>
<td>15.32</td>
<td>15.32</td>
<td>15.32</td>
<td>15.32</td>
</tr>
<tr>
<td></td>
<td>FFR.APC</td>
<td>15.84</td>
<td>15.09</td>
<td>15.91</td>
<td>15.77</td>
<td>15.66</td>
<td>15.57</td>
<td>15.46</td>
<td>15.46</td>
</tr>
<tr>
<td></td>
<td>PC.OVER</td>
<td>15.00</td>
<td>15.02</td>
<td>14.88</td>
<td>14.81</td>
<td>14.73</td>
<td>14.33</td>
<td>14.20</td>
<td>14.16</td>
</tr>
<tr>
<td></td>
<td>FFR.OVER</td>
<td>15.56</td>
<td>15.27</td>
<td>14.96</td>
<td>14.86</td>
<td>14.77</td>
<td>14.77</td>
<td>14.77</td>
<td>14.77</td>
</tr>
</tbody>
</table>
Table 3. Total System Throughput for D2DR (Mbps)

<table>
<thead>
<tr>
<th>Number of D2D</th>
<th>Scheme</th>
<th>D2D Power (W)</th>
<th>0.0063</th>
<th>0.0663</th>
<th>0.0963</th>
<th>0.1263</th>
<th>0.1563</th>
<th>0.1863</th>
<th>0.2163</th>
<th>0.2463</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PC.OVER</td>
<td></td>
<td>0.15</td>
<td>0.21</td>
<td>0.27</td>
<td>0.33</td>
<td>0.39</td>
<td>0.45</td>
<td>0.51</td>
<td>0.57</td>
</tr>
<tr>
<td></td>
<td>FFR.OVER</td>
<td></td>
<td>0.68</td>
<td>0.84</td>
<td>0.98</td>
<td>1.14</td>
<td>1.28</td>
<td>1.43</td>
<td>1.58</td>
<td>1.74</td>
</tr>
<tr>
<td></td>
<td>FFR.APC</td>
<td></td>
<td>0.95</td>
<td>1.12</td>
<td>1.29</td>
<td>1.46</td>
<td>1.62</td>
<td>1.79</td>
<td>1.95</td>
<td>2.12</td>
</tr>
</tbody>
</table>

If we design our system with a 0.1 outage probability requirement, we can recommend FFR.APC with 10 D2Ds to 100 D2Ds. For example, if we consider 50 D2Ds and a power of 0.0063W, the outage probabilities for PC.OVER, FFR.OVER and FFR.APC are 0.1745, 0.1238, and 0.0731 respectively. Again, if we consider the system to support 100 D2Ds and a power of 0.2463W, FFR.APC can be seen to have a low outage probability of 0.1099 while PC.OVER and FFR.OVER have outage probabilities of 0.2122 and 0.1378, respectively. The increase in the outage probability is a result of interference that increases following the deployment of a greater number of D2Ds while the interference increases from neighboring mUEs. Table 4 provides different values of the total system throughput at different D2D power values for mUE.

Fig. 5(b) shows the results of the outage probability for D2D, as can be seen from Fig. 5(b), the outage probability is higher for PC.OVER relative to other schemes for the same value of D2D power as for its counterpart mUE. When the D2D power increases, the D2D outage probability can be observed to increase since the interference also increases. For example, considering 200 D2Ds, the outage probabilities for PC.OVER, FFR.OVER and FFR.APC are

Fig. 5. The outage probability for (a) mUE and (b) D2D
approximately 0.0979, 0.0462 and 0.0249, respectively, for a D2D power of 0.0063 W, and these are 0.0257, 0.0223 and 0.0183 for a D2D power of 0.2463 W, respectively. However, the general trend for all schemes is that the system outage probability increases linearly as the number of D2D increases. In both cases, FFR.APC shows a low outage probability.

<table>
<thead>
<tr>
<th>Number of D2D</th>
<th>Scheme</th>
<th>D2D Power (W)</th>
<th>0.0063</th>
<th>0.0663</th>
<th>0.1263</th>
<th>0.1863</th>
<th>0.2463</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>PC.OVER</td>
<td>0.1238</td>
<td>0.1269</td>
<td>0.1297</td>
<td>0.1287</td>
<td>0.1291</td>
<td>0.1299</td>
</tr>
<tr>
<td></td>
<td>FFR.OVER</td>
<td>0.0731</td>
<td>0.0760</td>
<td>0.0793</td>
<td>0.0803</td>
<td>0.0812</td>
<td>0.0820</td>
</tr>
<tr>
<td></td>
<td>FFR.APC</td>
<td>0.0257</td>
<td>0.0257</td>
<td>0.0257</td>
<td>0.0257</td>
<td>0.0257</td>
<td>0.0257</td>
</tr>
<tr>
<td>60</td>
<td>PC.OVER</td>
<td>0.1378</td>
<td>0.1384</td>
<td>0.1387</td>
<td>0.1389</td>
<td>0.1391</td>
<td>0.1392</td>
</tr>
<tr>
<td></td>
<td>FFR.OVER</td>
<td>0.0740</td>
<td>0.0762</td>
<td>0.0783</td>
<td>0.0803</td>
<td>0.0812</td>
<td>0.0820</td>
</tr>
<tr>
<td></td>
<td>FFR.APC</td>
<td>0.0257</td>
<td>0.0257</td>
<td>0.0257</td>
<td>0.0257</td>
<td>0.0257</td>
<td>0.0257</td>
</tr>
<tr>
<td>70</td>
<td>PC.OVER</td>
<td>0.1406</td>
<td>0.1408</td>
<td>0.1410</td>
<td>0.1412</td>
<td>0.1415</td>
<td>0.1417</td>
</tr>
<tr>
<td></td>
<td>FFR.OVER</td>
<td>0.0740</td>
<td>0.0762</td>
<td>0.0783</td>
<td>0.0803</td>
<td>0.0812</td>
<td>0.0820</td>
</tr>
<tr>
<td></td>
<td>FFR.APC</td>
<td>0.0257</td>
<td>0.0257</td>
<td>0.0257</td>
<td>0.0257</td>
<td>0.0257</td>
<td>0.0257</td>
</tr>
<tr>
<td>80</td>
<td>PC.OVER</td>
<td>0.1406</td>
<td>0.1408</td>
<td>0.1410</td>
<td>0.1412</td>
<td>0.1415</td>
<td>0.1417</td>
</tr>
<tr>
<td></td>
<td>FFR.OVER</td>
<td>0.0740</td>
<td>0.0762</td>
<td>0.0783</td>
<td>0.0803</td>
<td>0.0812</td>
<td>0.0820</td>
</tr>
<tr>
<td></td>
<td>FFR.APC</td>
<td>0.0257</td>
<td>0.0257</td>
<td>0.0257</td>
<td>0.0257</td>
<td>0.0257</td>
<td>0.0257</td>
</tr>
<tr>
<td>90</td>
<td>PC.OVER</td>
<td>0.1406</td>
<td>0.1408</td>
<td>0.1410</td>
<td>0.1412</td>
<td>0.1415</td>
<td>0.1417</td>
</tr>
<tr>
<td></td>
<td>FFR.OVER</td>
<td>0.0740</td>
<td>0.0762</td>
<td>0.0783</td>
<td>0.0803</td>
<td>0.0812</td>
<td>0.0820</td>
</tr>
<tr>
<td></td>
<td>FFR.APC</td>
<td>0.0257</td>
<td>0.0257</td>
<td>0.0257</td>
<td>0.0257</td>
<td>0.0257</td>
<td>0.0257</td>
</tr>
<tr>
<td>100</td>
<td>PC.OVER</td>
<td>0.1406</td>
<td>0.1408</td>
<td>0.1410</td>
<td>0.1412</td>
<td>0.1415</td>
<td>0.1417</td>
</tr>
<tr>
<td></td>
<td>FFR.OVER</td>
<td>0.0740</td>
<td>0.0762</td>
<td>0.0783</td>
<td>0.0803</td>
<td>0.0812</td>
<td>0.0820</td>
</tr>
<tr>
<td></td>
<td>FFR.APC</td>
<td>0.0257</td>
<td>0.0257</td>
<td>0.0257</td>
<td>0.0257</td>
<td>0.0257</td>
<td>0.0257</td>
</tr>
</tbody>
</table>

6. Conclusion

In this paper, we discussed, analyzed and evaluated three different interference management schemes in D2D networks that make use of PC.OVER, FFR.OVER, and FFR.APC schemes in terms of the outage probabilities and the average throughput that could be obtained. Spectrum reuse schemes with power control for the PC.OVER, FFR.OVER, and FFR.APC schemes have been investigated to minimize the outage probability and maximize the spatially averaged throughput. The results of the simulation are compared among three schemes in order to determine which outperforms the others. The results of the simulation show that the three schemes outperform a conventional scheme. In addition, the results also showed that there is a tradeoff between the outage probability and the average effective throughput. In this paper, we recommend deploying the FFR.APC scheme since it showed a significant increase in the average effective throughput and low probability of an outage when compared to the PC.OVER and FFR.OVER schemes.
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